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High-quality evidence is what we use to guide medical practice. 
The standard approach to generating this evidence — a series of clinical 
trials, each investigating one or two interventions in a single disease — 

has become ever more expensive and challenging to execute. As a result, important 
clinical questions go unanswered. The conduct of “precision medicine” trials to evalu-
ate targeted therapies creates challenges in recruiting patients with rare genetic 
subtypes of a disease. There is also increasing interest in performing mechanism-
based trials in which eligibility is based on criteria other than traditional disease 
definitions. The common denominator is a need to answer more questions more ef-
ficiently and in less time.

A methodologic innovation responsive to this need involves coordinated efforts 
to evaluate more than one or two treatments in more than one patient type or disease 
within the same overall trial structure.1-4 Such efforts are referred to as master pro-
tocols, defined as one overarching protocol designed to answer multiple questions. 
Master protocols may involve one or more interventions in multiple diseases or a 
single disease, as defined by current disease classification, with multiple interventions, 
each targeting a particular biomarker-defined population or disease subtype. In-
cluded under this broad definition of a master protocol are three distinct entities: 
umbrella, basket, and platform trials (Table 1 and Figs. 1 and 2). All constitute a 
collection of trials or substudies that share key design components and operational 
aspects to achieve better coordination than can be achieved in single trials designed 
and conducted independently.

A master protocol may involve direct comparisons of competing therapies or be 
structured to evaluate, in parallel, different therapies relative to their respective 
controls. Some take advantage of existing infrastructure to capitalize on similarities 
among trials, whereas others involve setting up a new trial network specific to the 
master protocol. All require intensive pretrial discussion among sponsors contributing 
therapies for evaluation and parties involved in the conduct and governance of the tri-
als to ensure that issues surrounding data use, publication rights, and the timing 
of regulatory submissions are addressed and resolved before the start of the trial.

E x a mples

There have been more master protocols initiated for the study of cancer therapy than 
other therapeutic areas, owing to advances made in identifying tumor subtypes or 
mutations for targeting.5 Table 2 summarizes selected master protocols in cancer 
and illustrates the variety of research objectives and trial designs used. The advan-
tages of studying more than one therapy for a particular disease defined by both 
pathological and molecular criteria (an umbrella or platform trial) or studying more 
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Adaptive Platform Trials
• Master Protocol
• Focus is on the Disease

– “What is the best treatment for a unique patient with this 
disease?

• Typical Innovations
– Staggered entry of interventions
– Graduation/Removal, “Perpetual” trials
– Response Adaptive Randomization (RAR)
– Patient heterogeneity (hierarchical modeling)
– Combination treatments
– Statistical Modeling
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Potential Features of a Platform Trial
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Platform Trials and Temporal Drift

• Platform trials typically span a longer time period than traditional 
clinical trials

• Typically have staggered entry of interventions
• Randomization ratios may be changing (RAR)

• Regulators and community have expressed concern over impact of 
“temporal drift” on platform trials

• Changes in population, SOC, disease (COVID strain), etc.

• How does one leverage all data on control arms from earlier in trial?
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Platform Trial & Non-Concurrent Controls



Platform Trial & Non-Concurrent Controls
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Historical Controls

• “Historical Controls” is a generally a pejorative term (to some)
• Non-Concurrent controls in platform trials are randomized

• in the same protocol
• same inclusion/exclusion
• same visits
• same procedures
• same data quality 
• overlapping treatment arms

• The only difference is TIME!!
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How to Model?
• What is the best way to estimate effect of Arm 5?

16



17



18



19



20



Bayesian Time Machine

• Second-order normal dynamic linear model (NDLM)

𝐸 𝑌! = 𝜇!
𝑔 𝜇! = 𝛾 + 𝜃"(!) + 𝒙!%𝜷 + 𝛼&(!)

• 𝑌!: response for subject 𝑖
• 𝛾: model intercept
• 𝜃"(!): increment in linear predictor for treatment arm 𝑗
• 𝛼&(!): increment in linear predictor for time interval 𝑡
• 𝒙: vector of covariates with parameters 𝜷
• Non-informative priors for 𝛾, 𝜃"(!), 𝜷
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Temporal Drift

• Divide time since start of trial into 𝑇 buckets 
• Count backwards from most recent time interval (𝑡 = 1) to beginning of trial 
(𝑡 + 1, 𝑡 + 2,… , 𝑇)

𝛼' = 0 for identifiability
𝛼(~𝑁(0,1/𝜏)

𝛼&~𝑁 2𝛼&)' − 𝛼&)(, 1/𝜏 , 𝑡 ≥ 3

• 𝜏: Drift parameter that determines amount of “smoothing”

22



Dynamic Smoothing

• Use	observed	data	to	determine	degree	of	smoothing
• Hyperprior	for	𝜏

𝜏~Gamma 𝑎, 𝑏

• Weight of 2𝑎 intervals of data centered at 𝑎/𝑏

• Centering 𝜏 at large values with large variance allows flexible and 
dynamic smoothing 

• Estimated drift determined by observed data
23



Simulation Study

Objective
• Simulate a platform trial with and without temporal trends, and compare 

different analysis strategies

Assumptions/Setting
• Binary endpoint
• 5 treatment arms vs. control (focus on Arm 5)
• Staggered entry and exit of treatment arms
• 10 distinct time intervals
• 100 patients randomized within each time interval
• No lag between randomization and primary outcome measurement

24



Data Assumptions (Base)

• Control response rate: 50% at start of trial
1. Rate constant 
2. Rate increases to a peak; then decreases (inverted-U)
3. Rate has linear increase

• Treatment response rates
1. No benefit vs. control: Odds ratio =1.0
2. Superior vs. control: Odds ratio = 2.0

• Staggered entry (& exit) of treatment arms
25



Number of Subjects by time (Base)
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1. Variation in the drift patterns (Asymmetric
Inverted-U, Negative Linear, Plateau);

2. Dropping of control arm;
3. Variation in the number of effective treatments

(one or five effective treatments);
4. Dramatically reduced sample size in time intervals

3, 4, and 5.

Simulation metrics. The following summaries are cap-
tured for each combination of benefit, drift, and con-
trol allocation:

! Bias and SE of treatment effects on the scale of the
logs odds ratio.

! Mean square error (MSE) ratio of each method
compared to the Bayesian Time Machine, where
smaller values (\1) indicate better performance
relative to the Time Machine. The MSE is calcu-
lated as the mean of squared deviations between
the estimated log odds ratio and the true value, with
the mean taken across the K simulations.

! Statistical power (and Type I error), where we test
the following hypothesis

H0 : uj ł 0

H1 : uj.0
ð12Þ

For the Time Machine, we reject H0 if the Bayesian
posterior probability that uj.0 is at least 0.975. For the
alternative frequentist strategies, we reject H0 if the
one-sided p value is less than or equal to 0.025. The
simulated Type I error is provided by the statistical
power in the null scenarios (i.e. all odds ratios equal to
1.0) and for treatment arms with odds ratios set to 1.0
for a given scenario.

Results

To simplify simulation output, we focus on simulation
results for the comparison of Arm 5 versus control. We

note this reflects the most common situation encoun-
tered in platform trials, in which a treatment arm is
being compared to controls at an interim or final analy-
sis, and there are both concurrent and non-concurrent
controls available for the analysis, as well as additional
treatment arms. The full set of simulations results for
all treatment arm comparisons is available in the
Supplementary material. Results for each scenario are
based on 10,000 simulated trials.

Table 2 shows the simulation results for each of the
four analysis methods for comparing Arm 5 versus
control, summarized as the average bias, average SE,
MSE ratio, and statistical power. The Concurrent
Controls analysis has no bias (within simulation error)
and the largest SEs of the four approaches across the
various scenarios. In contrast, the Pooled Controls
analysis has substantial bias for scenarios with tem-
poral drift and much smaller SEs than the Concurrent
Controls analysis. The two methods adjusting for time
(Time Categorical and Time Machine) offer a compro-
mise between the two extremes, with reduced SEs rela-
tive to the Concurrent Controls analysis across all
scenarios, at a cost of small bias in some scenarios.

The MSE ratios incorporate both bias and precision
into a single measure, with the ratio comparing each
method versus the Time Machine. The Concurrent
Controls and Time Categorical analyses have MSE ratios
.1 for every scenario, indicating worse performance rela-
tive to the Time Machine on the combined metric. The
Pooled Controls analysis has a favorable MSE ratio
(\1) for scenarios with either no drift or inverted-U
drift, but extremely large MSE ratios (e.g. .2) for scenar-
ios with linear drift. Figure 4 shows the distribution of
bias for each of the methods for each scenario. With the
exception of the Pooled Controls analysis scenarios noted
above, the Time Machine has a more narrow distribution
of bias and superior MSE versus all other methods.

If there is no drift (‘‘Flat’’ scenario), the Pooled
Controls analysis has the greatest statistical power, fol-
lowed by Time Machine, Time Categorical, and
Concurrent Controls analyses, respectively. In such

Table 1. Scenarios: Number of subjects by arm and time.

Staggered Treatment Time 1 Time 2 Time 3 Time 4 Time 5 Time 6 Time 7 Time 8 Time 9 Time 10

Entry Control 50 50 33 25 20 20 17 17 17 17
Arm 1 50 50 33 25 20 20 17 17 17 17
Arm 2 33 25 20 20 17 17 17 17
Arm 3 25 20 20 17 17 17 17
Arm 4 20 20 17 17 17 17
Arm 5 17 17 17 17

Entry/Drop Control 50 50 33 25 25 25 20 25 33 33
Arm 1 50 50 33 25
Arm 2 33 25 25 25 20
Arm 3 25 25 25 20 25
Arm 4 25 25 20 25 33 33
Arm 5 20 25 33 33

Saville et al. 7



27

Flat Inverted−U Linear

Effective Tm
t=(2,5)

Staggered Entry

N
ull

Staggered Entry

Effective Tm
t=(2,5)

Staggered Entry/D
rop

N
ull

Staggered Entry/D
rop

1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10

0.5

0.6

0.7

0.8

0.5

0.6

0.7

0.8

0.5

0.6

0.7

0.8

0.5

0.6

0.7

0.8

Time

R
es

po
ns

e 
R

at
e

Treatment
Control

Arm1

Arm2

Arm3

Arm4

Arm5

Flat Inverted−U Linear

Effective Tm
t=(2,5)

Staggered Entry

N
ull

Staggered Entry

Effective Tm
t=(2,5)

Staggered Entry/D
rop

N
ull

Staggered Entry/D
rop

1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10

0.5

0.6

0.7

0.8

0.5

0.6

0.7

0.8

0.5

0.6

0.7

0.8

0.5

0.6

0.7

0.8

Time

R
es

po
ns

e 
R

at
e

Treatment
Control

Arm1

Arm2

Arm3

Arm4

Arm5

Flat Inverted−U Linear

Effective Tm
t=(2,5)

Staggered Entry

N
ull

Staggered Entry

Effective Tm
t=(2,5)

Staggered Entry/D
rop

N
ull

Staggered Entry/D
rop

1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10

0.5

0.6

0.7

0.8

0.5

0.6

0.7

0.8

0.5

0.6

0.7

0.8

0.5

0.6

0.7

0.8

Time

R
es

po
ns

e 
R

at
e

Treatment
Control

Arm1

Arm2

Arm3

Arm4

Arm5

Flat Inverted−U Linear

Effective Tm
t=(2,5)

Staggered Entry

N
ull

Staggered Entry

Effective Tm
t=(2,5)

Staggered Entry/D
rop

N
ull

Staggered Entry/D
rop

1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10

0.5

0.6

0.7

0.8

0.5

0.6

0.7

0.8

0.5

0.6

0.7

0.8

0.5

0.6

0.7

0.8

Time

R
es

po
ns

e 
R

at
e

Treatment
Control

Arm1

Arm2

Arm3

Arm4

Arm5



Analysis Methods for Arm 5 vs. Control

1. Concurrent Controls Analysis
• Logistic regression for Arm 5 vs. concurrent controls

2. Pooled Controls Analysis
• Logistic regression for Arm 5 vs. pooled controls

3. Time Categorical Analysis
• Logistic regression for Arm 5 vs. all controls
• Covariate adjustment for time (categorical bins)
• Includes all treatment arms

4. Bayesian Time Machine
• Bayesian logistic regression for Arm 5 vs. all controls
• Adjustment for time via Bayesian smoothing
• Includes all treatment arms

28



Analysis Methods: Assumptions

1. Concurrent Controls Analysis
• Assumes non-concurrent controls have no useful information

2. Pooled Controls Analysis
• Assumes control response rate is constant across time

3. Time Categorical Analysis
• Assumes independent bins for control response across time

4. Bayesian Time Machine
• Assumes smoothing control response across time is appropriate
• 𝜏!~Gamma(𝑎 = 0.1, 𝑏 = 0.01)

All strategies assume treatment effects are constant across time

29



Metrics

1. Bias and standard error (SE) of treatment effects
2. Mean square error (MSE) ratio of each method compared to 

Bayesian Time Machine
3. Statistical Power

• 𝐻!: log-odds of Arm 5 vs. control ≤ 0
• 𝐻": log-odds of Arm 5 vs. control > 0
• Use one-sided alpha = 0.025 for p-values; Bayes posterior prob 0.975
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Average Estimates: Time Machine
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• Time Machine inferential improvements
• Power, MSE: 20% improvement vs concurrent controls
• Improvement applies to EACH arm in the platform!

• Time Machine nearly unbiased
• Smoothed estimates across time more plausible 

• Time Categorical also outperforms pooled and concurrent controls
• Adjusting for time is superior to either extreme
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The PRINCIPLE Adaptive Platform Trial 
for Community Treatment of COVID-19: 
Innovation in Trial Design and Delivery



PRINCIPLE: COVID-19 in Primary Care

• Most people with COVID-19 are managed in the community

– Community treatments may have the widest reach and impact
• PRINCIPLE objective: Evaluate whether re-purposed drugs can make a difference with early 

intervention
• Needed a rapidly initiated trial with adaptive features

– Ability to evaluate treatments quickly (early superiority/futility) 
– Flexibility to add treatments

• Urgency: First patient randomized < 3 weeks from initial contact with Oxford collaborators!

41



Participants: 
• Presenting in primary care within 14 days since onset of cough and/or fever during time 

of prevalent COVID-19 infections

Randomized among multiple interventions or Usual Care

• Frequent interim analyses

• Response adaptive randomization

Primary endpoints: 

1. Time to self-reported recovery within 28 days

2. Hospitalization/Death (binary) within 28 days

PRINCIPLE: COVID-19 in Primary Care

42
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Budesonide

Daily Randomization



• ~3 day benefit (Median TTR 12 vs. 15 days)
• ~2% reduction in hospitalization rate (7% vs. 9%)

46

Budesonide
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Time Effect > 0 implies
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- Pre-specified Time Machine 
provided opportunity for 
additional precision of treatment 
effect
- Budesonide: Too much 
uncertainty of temporal drift and 
non-concurrent controls to 
benefit (small N, overlap, etc.)



• Incorporates ALL available data
• Non-concurrent controls and other treatment arms
• Generally better estimates, precision, and power

• Real-world applications
• I-SPY2, GBM AGILE, Precision Promise, Healey ALS, REMAP-CAP, PRINCIPLE, etc.

• Platform trials are novel and complex!
• Why do we insist on simple “unbiased” analyses?

• Cost of lower precision and statistical power
• Better estimation via modeling that leverages ALL platform trial data

Modern analysis methods for modern trials!
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