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Why Benefit-Risk Assessment?

Background

Early assessment of benefit-risk (B-R) balance provides clarity on the
treatment’s utility in the population of interest

+ Can help inform sponsors’ decisions about the drug development programs

Due to increasing demand for evidence-based value judgments, B-R
assessment of a treatment is very important throughout the drug
lifecycle
+ Sponsors generate B-R evidence to support their NDAs/BLAs

+ Regulatory authorities use it to make decision on approvals and marketing
authorizations

Patients and other stakeholders gain further insight on drug’s benefit-risk
balance and risk management
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Background

Some Challenges in B-R Assessment

* B-R assessment of a treatment is complex and involve confronting trade-
offs between multiple, often conflicting features or attributes

* Alarge body of research shows that people are limited in the amount of
information they can combine intuitively in balancing benefits and risks
of a new treatment

 The problem is particularly acute for integrating the evidences across the
attributes

* Also the decision on benefit-risk balance of a treatment may vary for
different stakeholders, or for different subgroups in the patient
population
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Background

e A structured quantitative framework based on assessment of benefit and
risk attributes can improve the quality of this important decision making
* Factors for Benefit-Risk Determination
+ Features or attributes

+ Magnitude, Severities, Probabilities — may be
expressed as levels

+ Tradeoffs or relative importance of various W
benefit-risk attributes
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Value Trees

 Value trees are a visual, hierarchical -
depiction of key aspects of a treatment

that are of value to the decision-makers to

understand which benefits and risks are
pivotal to the benefit-risk balance. [ o ][ > ][53][ i ][ v 1

+ A value tree provides a visual map to the

Background

research question

+ Important 15t step to identify attributes and
levels
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Selection of B-R Attributes and their Levels

Selection of attributes -
+ ldentify key efficacy and safety attributes that are

relevant to research question

4+ Value-tree helps to connect fundamental objectives

with attributes and endpoints

Identification of Levels [ 81 ][ 82 ][Bs][ R ][ R2 ]

+ Should avoid too many levels within each attribute

Background

4+ General recommendation is to limit 3 to 4 levels per | Benefitepl | [ HESEE
attribute [ Benefit-EP2 ] [ Risk-EP2
Benefit-EP3
4+ Should avoid extreme values Attribute | b L
Endpoints (EPs) L i_ Mild chance |
Process should be transparent Levels within a | comennsnry
risk attribute ',___'\f _o_ij_f_hf_n__cf_i
4+ Assumptions should be stated | _ High chance |
, Very High : _________
4+ Require literature review and discussion with (FE==558 L
 High Levels within a
medical experts and other stakeholders for (“Moderate | | benefit attribute
identification of attributes/levels and calibration (o 5T

_________
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Quantitative Assessment of Tradeoffs

Conjoint Analysis (CA) is the primary set of statistical
technique to quantitatively assess tradeoffs among
multi-attributed products or services

Tradeoff Task

+ An experimental method developed in the field of

marketing research and has evolved over many decades | =
|

+ Determines how people value different combinations of Brand A

attributes and their levels that make up hypothetical T;ion filtration

product or service profiles 3_ye$ﬁarrantee

No Wind Tunnel

+ In traditional CA, the profiles are presented to respondents $132

for evaluation to express their underlying tradeoffs Rate

. . 1234567 Traditional CA
- Respondents rank or rate the profiles which are often very

Design

hard

+ Conjoint experiments eliciting choice responses are known
as discrete choice experiments (DCE)

— Choosing among the profiles are easier than rating/ranking
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Discrete Choice Experiment

Discrete choice experiment (DCE) is also known as
Choice Based Conjoint (CBC)

+ In DCE respondents choose among sets of
experimentally controlled sets of profiles

Discrete Choice
Experiment

— More discrimination power from tradeoff questions

+ Determines how combination of attributes and levels
can influence the overall choice or decision making

+ Often recommended in heath outcome research

+ Still poses a high cognitive burden to compare and
choose from a set of full profiles

- Even with a moderately large number of attributes
produces a very large number of comparison each with
high cognitive burden

+« Partial Profiles look into a subset of attributes at a time

— Less cognitive burden thus produces more quality
responses

- Also relatively fewer number of comparisons

Full Profiles
C I
Pick one

O O O
Brand A Brand B Brand C
10 Amps Micron filtration ~ Micron filtration
8ft cord 8 Amps 12 Amps
Dirt sensor 12 ft cord 24 ft cord

2-year warrantee
Wind Tunnel
Flex hose

$170

4-year warrantee
Edge cleaner
Height adjust

$129

3-year warrantee
Flex hose
Height adjust

$132

Partial Profiles

Brand A
10 Amps
8ft cord

Pick one

O

Brand B
8 Amps
12 ft cord

O

Brand C
12 Amps
24 ft cord
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DCE with Partial Profiles in B-R Assessment

S Even with partial profiles, usage of DCE in B-R assessment so far is very
Experiment limited

+ A large pool of respondents would be required to ensure proper estimation of
underlying parameters using traditional frequentist methods

+ Still requires each respondent to evaluate a large number of questions

Bayesian methods are ideally suited for such situation as they can leverage
borrowing strength for analysis with limited data
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Bayesian Experiment and Modeling Framework

A Bayesian framework is proposed that borrows strength from respondents

Bayesian B-R Approach

+ Allows to conduct the DCEs with only a limited number of respondents

+ Respondents to choose only from a few pairs of profiles to state their preferences

— Thus drastically reducing the cognitive burden
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We propose a specific type of partial

profile DCE based on ‘choice pairs’

CIEEGE0

+ Each tradeoff task will consist of comparing

. . CL .
TS et Elvaiers Bl two partial profiles — ‘choice pair [ enefiterr | [ iskep
+ One B attribute and one R attribute to be — 'TTEPZ ] —
. . s Benefit-EP3 i
chosen at a time to prepare two partial [ ~ |
; . . | VeryHigh ' i :
profiles to construct a choice pair b SN fi Mild chance
=ofo-oo N l:‘ Mod chance |
+ Not all paired alternatives will reflect real | Moderate_; | High chance
. . | Low [ ~ [ ~——m— - '
need for deliberation of tradeoffs-only - ’ N
. . . Mool
realistic (non-dominant) trade-off tasks to 4
Choose One
be used O 15t profile: B2:High and R1:Mod

O 2 profile: B2:Low and R1: Mild

+ Respondents will state their preferences by

)~

. . h \ =
choosing one profile from each of the Choose One
. . O 15t profile: B2:High and R1:Mod
choice pairs presented to them O 2 profile: B2:Low and RL: High

12
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Construction of Questionnaire

e Suppose there are b increasing levels in a Benefit attribute and r
increasing levels in a Risk attribute: =)= (=)
. r . . . . [ Benefitert ] ﬁﬁ
+ There will be (129) (2) non-dominant choice pairs for the particular R T
combination of B and R attributes EEIN o

| Moderate !

DCE with Choice Pairs

With S number of B attributes and L number R attributes, and j-

th benefit attribute has b; increasing levels and k-th risk attribute

/
has and r, increasing levels ‘ W

: bi\ (7 :
+ There will be a total of M = ZfﬂZk:l (2]) ( k) non-dominant

2
choice pairs in the experiment
_ _ b\ (T
+ Ifb; =bandr, =rthen M :S-L-(Z)(Z)

Questionnaire panels constructed by selecting a fixed (<<M)
number of choice-pairs

© 2% profile: B2:Low and R1: High

+ Each respondent to evaluate one panel
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Preference Data Format

Each respondent will be presented with a

questionnaire panel consisting of a random Chooze One n Cooses e 1 proie
subset of choice pairs e s e JJ Cocses he 3 proie
+ Fixed number of trade-off tasks per —
DCE with Choice Pairs respondent o ) i (010,010,071

+ Respondent will state preferences | choice tasksare | £-(0,0,0.-1.0,1,0,1,-10.0,0)

! considered , Y
by choosing one profile fromeach  —7
of the choice pairs in the panel
+ Raw responses will then be processed
- yh,i is the binary (1 or O) response from h_th id y X1 X2 X3 X4 X5 X6 X7 X8 X0 Xi0 Xi1
respondent for the i-t" paired comparison task ; o ls Tt ToToTo s TaloToTe
- ¥p; is a vector of attribute differences — ;o UEDAR DA D R D D A D D I DO
taking on values of 1, -1, or O based on 51 6 6 1 -1 e 8 6 o 0 0 1 8
whether the corresponding attribute levelisin | > . . . . . . . . o o .

the 1%t profile, 2"d profile or absent in both
profiles, respectively
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‘Part-worth’ measurements

A conjoint experiment decomposes

customers’ preferences into “part-worth”

measurements or preference scores with [ o ][ - ][ s ] [ N ][ - ]
each level of each attribute
+ We denote the part-worth vector from a | Benefitep1 | [ miskep1 |
Part-Worth Utility reSpondent h as IBh I e dESa
. Benefit-EP3
+ Once the (3, are estimated, they can be [ ]

- - _Very High | " Mild chance
recombined to estimate preferences for any T Lozssszse)
possible combination of attribute levels " Moderate | L Mocehes

s=======] I High chance !
| Low I N '

Brn = (Bn,1s - Pryiys Prig+10 1 Brins Proiz+15 s Broic)
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Hierarchical Bayes Benefit-Risk (HBBR) Utility Model

In the Hierarchical Bayes benefit risk (HBBR) approach we propose to use a
random utility model to estimate the benefit-risk of a treatment

+ Specifically, the overall B-R utility of a treatment profile for At respondent is modelled

as
Un = XpPh

where, u;, is the overall B-R utility of a treatment profile from ht" respondent and x;3, is

HBBR Utility Model a vector of 1’s and 0’s indicating whether or not the attribute levels are present in the

treatment profile

We assume a hierarchical Bayes structure for the part-worth vectors f; that
borrows strength across and within respondents

+ Will allow to work with only a limited number of respondents

+ Also, each respondent needs to evaluate only a fraction of all choice pairs, thus
respondents would not be fatigued from a long questionnaire
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Hierarchical Prior Model for Part-Worth Vectors

Conjugate hierarchical priors are assumed for the part-worth vectors S5,

+ Multivariate normal and inverse-Wishart priors are used

f~MVN(B,B)
Vg~ IW (v, V)

HBBR Utility Model

+ Here [3 represents population level part worth utilities — parameter of interest
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Linking Stated Preference to the Utility Model

The modeling task is complicated as individual utility or preference is not
directly observable in preference data

+ If it is assumed that the preferred options will have higher utility it can be then
derived (under some nominal assumption) that the preference probabilities can be
expressed as multinomial logit (McFadden 1974)

+ For our proposed DCE design with choice pairs, a (binomial) logit link connects the

HBBR Utility Model

stated preferences to the utility model

exp[Xpi Br]
1 + exp[Xp ;' Br]

is a vector of attribute differences taking on values of 1, -1, or O
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In this pilot experiment we identified
+ 3 key benefit attributes each with 4 levels

Better than
expected, but

Less benefit  Expected or
than expected most likely

Way better,
unlikely, but

Benefits (E1) outcome (E2) reasonable (E3) possible (E4)
Overall survival 12 15 20 30
(months)
Objective response 45 &0 75 85
rate (%)
Fatigue reduction 20 25 35 45
Pilot Experiment (%)

4+ 2 key risk attributes each with 3 levels

prieumonia, %)

Better (less Expected or Worse (more
serious/severe or most likely serious/severe
Risks frequent) (H1) outcome (H2)  orfrequent) (H3)
Hematologic toxicity 20 40 &0
(febrile
neutropenia, %)
Infections (severe 5 10 20

Pilot implementation of HBBR approach for AML indication

Overall |[Response||Quality| |Hematologic Infections
Survival Rate of Life Toxicity

[ Grade 3/4 Pneumonia ]

[ Overall Survival ]

[objective Response Rate] [Grade 3/4 Febrile neutropenia]

[ PRO Fatigue Score J

1 .
1
OS: Overall Survival: : f‘---l;e-b-l\l-e-uTFe-b-rﬁg---\:
12, 15, 20, 30 months /: i neutropenia: :
co———oo—ooooooSooo( L 20,40, 60% chance )
ORR: Objective Response R oplepleplepleplepleplepleplepleplepleplepleplepiopiony
Rate : : l{ SevPNA: Pneumonia: :
45, 60, 75, 85% P : o
:_________L____i_____’______________/ ! 5, 10, 20% chance |
FTG: Fatigue \} Ve -7
Improvement: :
20, 25, 35, 45% chance

S
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Construction of Questionnaire Panels

Generating the Questionnaires:

4+ ALL non-dominant distinct choice pairs constructed
— Each choice pair consists levels from one Benefit and one Risk attribute
- There are a total of 108 choice pairs (108 = 3x2x6x3)

4+ Questionnaire panels were generated each with 18 choice pairs

— Panels were constructed randomly with the aim of having 3 or more responses from each choice pair
— 40 such panels were generated

Pilot Experiment

1. Please select the most preferred of the following two options
o High (~20 months) OS and High (*60%) chance of febrile neutropenia
o Low (~12 months) OS and Moderate (~40%) chance of febrile neutropenia

2. Please select the most preferred of the following two options

o Low (~¥60%) ORR and Moderate (~*10%) chance of severe pneumonia
o Very High (~¥85%) ORR and High (~20%) chance of severe pneumonia

/\/\/\/\/\/\/\/\A/\/\/\
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Stated Preference Data

Preference data were obtained from 23 SMEs

library {hbbr})

data (hbbrPilotResp)

brd = hbbrPilotRespSbrdta

brd = data.frame (bxd}

names (brd) = c("id", "y", "05.L2","0S5.L3","05.L4", "ORR.L2", "ORR.L3","ORR.L4", "Ftg.L2","Ftg.L3","Ftg.L4",

"Weut.L2", "Neut.L3", "Pneu.LZ", "Pneu.L3"}

tail (brd})
id y ©5.5L2 ©5.L3 ©5.L4 CRE.LZ CER.L3 CER.L4 Ftg.LZ Ftg.L3 Ftg.L4 Neut.LZ Neut.L3 Pneu.L2 Pneu.L3
4090 23 1 0 0 0 0 0 0 -1 0 0 1 -1 0 0
Pilot Experiment 410 23 0 0 0 0 0 0 0 0 0 1 -1 1 0 0
411 23 0 0 0 0 0 0 0 0 0 -1 -1 0 0 0
412 23 0 0 0 0 0 0 0 0 0 -1 0 0 0 -1
413 23 0 0 0 0 0 0 0 -1 0 0 0 -1 1 Y
414 23 1 0 0 0 0 0 0 -1 0 0 0 -1 N~
17. Please select the most preferred of the following two options I:
O High (~*35%) chance of FTG improvement and High (~20%) chance of severe pneumonia

® Moderate (¥25%) chance of FTG improvement and Moderate (~10%) chance of severe pneumonia

/\/\/\/\/\/\/\/-/\/l/\/\/\
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Recall the HBBR model:
exp[¥n,;'Bn]
F [yh’i - 1] T+ exp[Xn,;' Bn]
where
B ~ MVN (B, Vg)
B~MVN(S,B)
V3~IW(V, V)

We specify hyper-parameters:

Model Fitting

We use an R-package hbbr to fit the model
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Fitting HBBR Model using ‘hbbr’ Package

Function hbbr.Fit (..)included in the hbbr package fits the model

hbfit = hbbr.Fit(brdta=brd, design=hbbrPilctRespSdes=sign,
mcmc=l1list (burnin=500, iter=10000, nc=2, thin=10}))

Usﬂge print (hbbrPilotRespSdesign)

hbbr.Fit (brdta, design, tune.param = list{tau = 0.01, eta = NULL, df.add

= 2), mcme = list(burnin = 5000, iter = 1le+05, nc = 2, thin = 20)) b
(11 3
Arguments )
brdta processed and coded survey response data to be fitted to the hbbr model. It is a data frame in e
Model Fitti which 1st two columns indicate subject id and subject response (y = 0 or 1), and remaining -
ol AL columns contain information on design matrix (X). See Details below for maore information. I s a4
design design information of the experiment: design = list(b, r, bl, rl, blbls, rlbls) where, b is number of
benefit attributes, r is number of risk attributes, bl and rl are vectors of integers of length b and r $rl
indicating number of levels in J-th benefit attribute and k-th risk attribute, respectively. blbls, rlbls [11 3 3

consists of labels for benefit and risk attributes. When blbls is NULL, it uses "B1", "B2", ... and
similarly for ribls.

tune.param a list of tuning hyper-parameters to be used; default tune param=list(tau=0.01, eta=NULL). See
Details below for more information.

meme a list of mcme parameters to be used in the Gibbs sampler to obtain posterior samples of the
paramaters of interests; default: mcmc=list{burnin=5000, ter=100000, nc=2, thin=20). See
Details below for more information.
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Summary of Average Part-Worth Utilities

Summary of average part-worth () produced by hbbr.Fit (...)

i

Total Time Elapsed: 0.8

T T T T T T T R T VR R VR R R W R W

summary of hbbr output

T T T T T T T T T YR R VR R VD R W R W

mean sd 2.5% 25% o0% To% T7.5% ERhat n.eff

Ebar[l] 1.9817 0O.8802 0.2885 1.372 1,927 2.6103 3.7085 1.002 Te0

Ebar[2] 4,3013 1.1205 2.3341 3.785 4,4829 2.2202 6.7336 1.009 180

Ebar[3] 8.8771 1.8127 S.6131 7.601 8.806% 10.02B0 12,5728 1.011 150

Ebar[4] 3.10914 0,8112 1.6472 2.637 3.1731 3.7273 48266 1.007 220

. bhar[5] 5.073% 1.0076 3.1787 4_343 5.0509 5.7720 6.9876 1.024 78
“AOdEIF”iqu Ebar[6] 6.3152 1.3129 3.8110 2.445 6.3214 7.2037 B.0720 1.024 70
Ebar[7] 2.1984 0.8726 0.5443 1.59¢6 2.1728 Z2.76686 3.89564 1.000 1800

Ebar[8] 2.1314 0.89g30 0.2682 1.483 2.1087 2.7732 4,034 1.003 220

Ebar[9] 2.7781 1.107& 0.5383 2.080 2.8000 3.5012 4_8EO1 1.012 170

Ebar[10] -1.1079 0.7268 -2.3672 -1.592 -1.10898 -0.6336 0.3304 1.003 310

bbar[11] -4.1297 1.1707 -6.5032 -4.874 -4.1270 -3.32T76 -1.0442 1.008 180

Ebar[12] -0.7301 0.6365 -1.8941¢ -1.174 -0.,7254 -0.3234 0.5764 1.011 140

bbar[13] -2.9344 0.9736 -4.83531 -3.5530 -2.9770 -2.2917 -0.09914 1.01Z2 130

dewviance 2Z51.9389 20.6060 213.9608 23B.774 251.4855 265.0703 292.2470 1.001 1800
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Checking the MCMC Draws for 8

The HBBR model was fitted to the data using MCMC method
+ The 1%t plot shows traces of MCMC draws of 8

4+ The 2" plot for the trace of log-likelihood ensures that the MCMC reached a stationary state

MCMC draws plotted at every 10-th Iteration

Average Part-Worths (beta-bars) Log Likelihood
15 7 o ] 100 —
10 - & ; -120 —
5 — "!'1i"q."..ill;h.ill:l..!'illlr thll I'I'..i.l‘“-ll, I:I -';‘-'}":'LF"r!tl.'qr_h"l""H :*I'“I -_‘.ll'.-
i 1 160 —
0 - EEGEL T SHG e AL D SON d if
gl e -180 —
5 — -200 —
[ | I | | | [ | I I | 1
0 3800 7600 11400 15200 19000 0 3800 7600 11400 15200 19000
Iterations Iterations
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Summary of Average Part-Worth Utilities

Posterior estimates of average partworth utilities (mean + SD) given the preference data

o ———

— Y hY
1

13 _ i 0Os: Overall Survival: |
g — I 12,15, 20,30 months |

7 l ____________________ !

& — ity ST s

- ] + + - : ORR: Objective Response H

ul . 1

4 — e : Rate : H

= t $—4—1 o ds0 s s

1 ,// / / 1 FTG: Fatigue 3

0 - = = = = =

Improvement:
20, 25, 35, 45% chance

————————————————————
———————————————————

FebNeu: Febrile
neutropenia:
20, 40, 60% chance

___________________
———————————————————

Model Fitting

1

i SevPNA: Pneumonia: :

5' i 5, 10, 20% chance H
7

OS ORR FTG FevNEU | SevPNA

] ] i ] ] ] [ ] ] ]
Libdlubhdbhdbl=

Some takeaways from the estimates:

+ |f OS is very high (30 months) then average B-R is expected to be positive regardless of risk
+ If risk of febrile neutropenia is high, OS and/or ORR must be high or very high for positive B-R

4 Utility for fatigue improvement plateaus at 25% chance
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Overall B-R utility score of a treatment profile can be obtained from the posterior
distribution of u = x'f

+ Here x is the vector representing the treatment profile

£ TP: OS 15 mo, ORR 60%, FTG 20% chance, Fev Neu 40% chance, and SevPNA 20% chance
x" = (0,1,0,0, 0,1,0,0, 1,0,0,0, 0,1,0, 0,0,1)

Utility Scores

density

E[TP|Data) = 1.1
P(TP > 0|Data) =0.79
01-

0.0-

5 10
draw
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Comparing Treatment Profiles

We can easily compare overall B-R balance of two or more treatment profiles
+ TP1: OS 15 mo, ORR 60%, FTG 20% chance, Fev Neu 40% chance, and SevPNA 20% chance
+ TP2: OS 30 mo, ORR 75%, FTG 20% chance, Fev Neu 60% chance, and SevPNA 20% chance

x; = (0,1,0,0, 0,1,0,0, 1,0,0,0, 0,1,0, 0,0,1)
x," = (0,0,0,1, 0,0,1,0, 1,0,0,0, 0,0,1, 0,0,1)

03-

1 [ ] P2

0.2-

Utility Scores

E[TP2|Data) = 6.9
P(TP2 >0 |Data) >0.999

density

01-
E[TP2-TP1|Data) = 5.8
P(TP2 > TP1 |Data ) > 0.997

0.0-

draw
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Overall Assessment of Benefit-Risk Balance

For our pilot experiment there are 576 possible treatment profiles
+ We can study the overall utility score of all these profiles
+ The posterior means of these utility score distributions range from -7 to 18

For a specific drug development program a large trial would provide us good
estimates of frequencies of these treatment profiles

+ We can then combine the various TPs using those frequencies to understand the
distribution of patients experiencing various utility scores

+ In absence of that information, we illustrate the steps by assuming known marginal
proportion of levels within each attributes and if combination of attributes occur
independently

Overall B-R Balance
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Assumed distribution of patients experiencing various attributes

0.4 0.4

0.4 level
403 0.3 0.3 0.3 0.3 E1
(]
5, 0.2 0.2 0.2 0.2 E2
. 0.1 0.1 =3
— m
0.0
1.05 2 ORR 3FTG
Benefit Attributes
0.5
0.4 0.4 level
o 0.3 H1
e
[
0.2 0.2
Overall B-R Balance
0.0
1 FebMEUT 2 SevPMA
Risk Aftributes

e Consider e.g., TP2: OS E4, ORR E3, FTG E1, FevNeu H3, and SevPNA H3, then the proportion of
patients with this treatment profile would be: 0.2 x0.3x0.2x0.3x0.3=0.00108 =0.108%

* We already know E[TP2|Data] = 6.9
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Proportion of patients on different treatment profiles

Similarly, we compute the proportions and corresponding posterior mean utility
scores for all 576 profiles

head {(protfDistr, 10)

priile util freqg
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0
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0
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.00032
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Overall distribution of patients experiencing various utility scores

Here over 95% of mean utility
scores are positive, suggesting

that benefits far outweigh risks
L
= -
o
L
L2 o
o L
(N O
I
O
o
o4
O
Overall B-R Balance
SR ]
- | | | | | | | | | | | | | | |
L 0D L) I--- (8)] oD I--- L = Lap] ™ — O oo -
o o ¥ - o o ©e ¥ N O o @ 0 9= O
Utility Score
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R Package and Codes

Hierarchical Bayesian Benefit-Risk Assessment

Using Discrete Choice Experiment R

An R-package hbbr has been developed and
submitted to CRAN
+ hbbr.Fit:Fits response data to hbbr model

Documentation for package ‘hbbr’ version 1.1.2

+ hbb rAug .Fit: Fits the augmented hbbr model + DESCRIPTION file
. . . Help Pages
+ hbbrPilotResp: Contains response data from the pilot
hbbr Fit hbbr.Fit (Fits processed response data to hbbr model)
experiment and associated design information P o (= processe rospane detatothe gt bt
, o , _ iriatesp Al consing of il dfa an ot docrte chce desin
+ simAugData: Contains simulated data, design, baseline sspts  AlLconisngdoriat das desn bt e

profiles, and true part-worth matrix for the Augmented HBBR
model framework

The help files and vignettes include supplementary R
codes

R-Package for HBBR The package utilizes R2jags library
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End-to-end Implementation of HBBR

Simulation -
Engine )

« Standard Summary Tables, Plots

" i i ‘ Core Model Fitting Task - Model Diagnostics
T S ) e e .I"l””l
' / Optional ‘ w
* Valid choice pairs D Inputs Tk
* Questionnaires A \§
AN

« Captureraw data
* Produce analysis data Processed HBBR-Fit
Response Core

Data

» Benefit-Risk Scoring
» Comparing Treatment Profiles

L

R-Package for HBBR
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Augmented HBBR to include Patients’ Characteristics

Ultimately, patients are the most important voice in the benefit—risk balance.

+ So far, we did not assume that respondents’ demographic or other characteristics could
systematically influence their benefit—risk preferences

+ In the real world however, it is likely that age, gender, disease status, and other baseline
characteristics would affect the preferences that patients express

+ Since patients are a key stakeholder for any benefit—risk assessment, it is extremely important
to understand how those characteristics influence the benefit—risk preferences

+ Furthermore, the ability to identify a subgroup of patients for whom benefit—risk conclusions
might differ from the rest of the population could provide relevant information for indication
and labeling claims as well as clinical guidance on most effective overall use of a new
medication within a selected group of patients

Augmented HBBR
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Augmented HBBR

An augment HBBR model is proposed to implement the ability to examine
contributing patients’ characteristics

+ Suppose that z; represents the vector (¢ X 1) of observed baseline characteristics from h-th
patient that can potential influence the benefit-risk preferences

+ Recall that the B-R preferences are modelled through the part worth vector £, (m X 1)
+ To incorporate z, we now express
By, = Az, + ¢y
where A is the matrix (of dimension m X c¢) that incorporates the heterogeneity of regression
coefficients due to baseline characteristics
+ Conjugate priors specified to complete the model
Bn= Az +ep, €,~MVN(0,Vp)

Augmented HBBR A= (Al, A,, ..., Ac), Aj "‘MVN(O; Q_l)
Vp~IW (v, V)
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Simulating Preference Data with Patients’ Characteristics

An experiment with 2 benefit and 2 risk attributes was considered
+ Each with 3 levels - thus m=(3-1)*2 + (3-1)*2 =8
+ N =100 virtual patients

+ Main effect and two baseline characteristics were used: age and disease status
- Standardized age variable (z1) from standard normal was generated

— Disease status (z2) ‘yes’ (1) and ‘no’ (-1) were assigned to 50:50 patients

+ True A of dimension 8x3 was assumed:

— The first column A; represents the overall part-worth effects; the second and third columns represent

the additive effects of patient’s age and disease status ~ Del
[,11 [,2]1 [,3]
[1,] 3 0.70 1.20
# generate baseline characteristics: [2,] 10 0.90 1.50
set.seed(1234) [3.] 2 0.01 0.05
z1l = rnorm(N, 0,1) [4,] 5 0.01 0.05
Augmented HBBR z2 = rep(c(1,-1), N/2) [5.] -1 0.00 -0.90
[6,] -7 0.00 -1.20
[7,] -3 -0.50 0.00
[8,] -5 -1.00 0.00
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Simulating Preference Data with Patients’ Characteristics

There are 36 total non-dominant
choice pairs

+ Questionnaire sets for 100 virtual

. data ("=imAugData™)
patients were randomly generated B s e Y
. . . brding = data.frame (brdaug)
each Wlth 12 Ch0|ce palrs names (brdaug) = c("id", "y", "Bl1.L2","Bl1.L3","B2.L2", "B2.L3", "R1.L2","R1.L3",
RZ.L2","R2.L3")
head (brdaug)
+ Then virtual response were simulated
. Lo . . id y B1.L2 B1.L3 B2.L2 B52.L3 R1.L2 R1.L3 R2.L2 R2.L3
using Bernoulli distribution 110 1 o o o -1 1 0o o
where probability of choosingthe 1st | : 12 o :+ o o : o o o
4 11 1 ] ] 0 0 0 1 0
profile for each choice pair was s10 0o -1 0 0 0 0 -1 0
e 11 ] 1 ] 0 0 1] 1
computed from the logit link
~ / dim (brdaug)
p ly _ 1] _ exp[Xp ;i Bnl
hi o v .! [1] 1200 10
Augmented HBBR 1+ eXp[xh,l Br] 1)
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Fitting Augmented HBBR to the Simulating Preference Data

The R-package hbbr includes hbbrAug.Fit ()

nean d
hbha = hbbrAng.Fit (brdta= brdAug, Z=simAugDataS$Z, Delfl. 1 QFTTT -3.52“:2
design—simAugData$design, Del[2,1] 15.51718 1.322
tune.param=list (taw=0.01, eta=NULL, df.add=2)}, o=t j_ f;;af 2f33f

Delf4,1] [ leg Ul loade

mcmc=list (burnin=500, iter=10000, nc=2, thin=10)) Del[5,1] -1.41375 0.4296

Del[6,1] -10.44309 0.9436

cpe i Del(7,1] -5.05170 0.5272

Augmented HBBR Model Specifications: :-:_:e-,:: o ca01r ooaeas
_ _ . ’ Del[1,2] 1.30505 0.4831

P{yh,i — 1} — loglt(Xh,iIBh) Del[2,2] 2.99205 0.9307
Del[3,2] 0.09251 0.3842

ﬁh = A Zp + €y €n ~MVN(O' VB) Del[4,2] 0.80321 0.6013

_ -1 Del[5,2] -0.22883 0.4158

A= (A1; Ay, A3): AjNMVN(O» Q ) Del[6,2] -1.34183 0.7141

_ Del[7,2] -1.03237 0.4241

Vﬁ"’ IW(V =m+2=10,Q 1) Del[8,2] -1.91152 0.6028
Del[1,3] 1.73478 0.4729

Q=001+«1,Q=1 Del[2,3] 1.05506 0.8896
Del[3,3] 0.07610 0.3700

Note that we generate the posterior distributions of A matrix using the Del[4,3] -0.58933 0.5982
. . . ) e Del[5,3] -0.94749 0.4057
Augmented HBBR Gibbs chain; then obtain 8, estimates for any specified z;, as erieal 110708 07ias
—  ~ Del[7,3] 0.86696 0.4032

Prn=A4A-1z, Del[8,3] 0.70273 0.5775

-~ . deviance 537.54853 30.8175

where A is the posterior mean o
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Results from the Fitted Augmented HBBR Model

clrs = c("blue"”, "green4d4","oranged", "red3")

mns = hbASdel.means

betmnl = mns %%% matrix(c(l, 0, 1), ncol=1) £ at mean age with disease staus=l
betmn2 = mns %%% matrix(c(l, 0, -1), ncol=l) # at mean age with disease staus=-1
betmn3 = mns %%% matrix(c(l, 1, -1), ncol=1l) # at age = mean+l%*SD, disease staus=-1
partworth.plot (attr.lvl = augattr.lvl, beta.mns = betmnl)

title("Part worth utilities estimated from simulated data")

partworth.plot (attr.lvl = augattr.lvl, beta.mns = betmn2, new=F, pnt=17
partworth.plot (attr.lvl = augattr.lvl, beta.mns = betmn3, new=F, pnt=16)

Part worth utilities estimated from simulated data

20 —
18
16 —
14 — -
12
10
- :
6 " %
: 7] /: n
ﬁ : n‘/ --""f’ . . - .
: . t= : -
X:H — -2
Augmented HBBR \ i S
'Y —
' . B :1; . r)_) l r'ﬁ‘\(._;l (‘]
— 14 —4— DS=-1 AG=0
— -16 - _
e @ —os5=--14Ac=1
— -20
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Augmented HBBR

Comparing Fitted Results with True Values

We see an efficient recovery of part-worth utilities at various patient-level
characteristics using the Augmented HBBR model

# Plotting true betas at those baseline characteristics
Del = simAugDataiDel
clrs = rep("darkgrey"”, 4)

L

# true part-worth values

bmnl = Del %*% matrix{c(1l, 0, 1), ncol=1) # at mean age with disease staus=1
bmn2 = Del %*% matrix(c(1l, 0, -1), ncol=1) # at mean age with disease staus=-1
bmn3 = Del %*% matrix(c(1, 1, -1), ncol=1) # at age = mean+l1*sD, disease staus=-1

partworth.plot(attr.lIvl = augattr.lvl, beta.mns = bmnl)
title("True part worth utilities")

partworth.plot(attr.lIvl = augattr.lvl, beta.mns
partworth.plot(attr.lvl = augattr.lvl, beta.mns

)
bmn2, new=F, pnt=17)
bmn3, new=F, pnt=16)

Part worth utilities estimated from simulated data True part worth utilities
20 — 14 —
. 2 -
14 - 10 —
1z s -
s ] 2 .
6 — u ‘% 4 —
P
z %2 " 5 -
[ = &y = — 0 0 - o
E‘“‘*: \ = -2 L
m o
. — 5 — -4
\; OQ: L2 -
[ | *C 1; m— O 1 AG=0 — &
C '1; —&—Ds=-1 AG=0 — -10
- 3 |[—@—Dps=-1ac=1 12
I -20 14
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Key Steps for HBBR Approach

Collect and
Process
Response Data

Identify Generate Choice
attributes and pairs &
assign levels Questionnaires

Analyze & Rep
Benefit-Risk

Assessment

= Fit the HBBR or
Augmented HBBR
model to the coded
response data using
hbbr package

= Create simple and realistic
hypothetical trade-off
tasks

= |dentify key efficacy and
safety outcomes as
attributes

= Send (email) link to
survey panels to study
participants to respond
within a short period
of time

- Each task involves two
alternative treatment
profiles

= Assign levels based on
- Strength of efficacy (or lack

thereof) - Study participants could | - The R-package fits the
— Severity of safety — Profiles will differ only in be patients hierarchical Bayes
outcomes one benefit and one risk _ OR medical model and estimates

attribute level the part-worth utilities

professionals selected
based on their
experiences in patient
care and/or expertise in
the TA

= Raw responses to be
coded according to the

HBBR data coding
instruction

- Can be used to assess
the utility of any full
treatment profile or
compare two or more
profiles

= Determine the number of
trade-off tasks per
respondent

with medical experts in
the TA, interviewing

patients, literature review
® Produce randomized

- Avoid too many levels _ )
questionnaire panels

- Can be used to assess
an overall B-R balance
in a drug development
program

- May require some

validations - Preferably using online
survey tools
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Concluding remarks

 The proposed HBBR Framework consisted of a novel Bayesian approach
for quantitatively assessing benefit-risk balance of a treatment
+ Borrows strength from respondents thus require a small number of respondents

+ Proposed DCE Design based on choice pairs is operationally efficient - consists of a
modest number of easy-to-state-preference tasks per respondent

+ Expected to produce high-quality preference data as respondents would not
become fatigued from a long questionnaire

+« Can be implemented at a very early stage of a drug development program — and
can be updated as needed throughout the drug development lifecycle

+ Proposed augmented HBBR model allows to incorporate patients’ characteristics to
obtain a more precise estimate of benefit-risk balance

* Proper calibration of various attribute levels should be done in

collaboration with experts in the therapeutic area using pilot
experiments

Summary

43
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